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ABSTRACT

This article discusses how to transform a black box into a more interpretable model than a white box,

especially in the field of bioinformatics, using artificial intelligence (XAI). Black box models such as

deep learning and integration are quite accurate but lack transparency, which prevents them from

being used in important applications such as healthcare. In our previous article, we proposed XAI

techniques that can transform these opaque models into more understandable models, allowing

researchers to understand decision-making models. In this work, we apply XAI techniques to black

box and white box models in bioinformatics, focusing on accurate measurement and interpretation.

We use SHAP values and visual models to highlight the impact of various aspects of the prediction

model by experimenting with random forests (as a black box model) and logistic regression and

decision trees (as a white box model). Our results show a trade-off: models with black bars (such as

random forests) generally achieve higher accuracy in capturing patterns of complex objects, while

models with white lines provide a clear ordering process that is crucial for clear understanding. This

paper highlights the utility of XAI and highlights the importance of translation in bioinformatics to

ensure that AI-driven models are not only accurate, but also interpretable and reliable for these

important applications.

KEYWORDS: Explainable AI (XAI), Logistic Regression, Decision tree, White Box Model (WBM),

Black Box Model (BBM)
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INTRODUCTION

ACTIVITY NUMBER:

0 (Inactive): The compound does not exhibit the desired biological activity or therapeutic effect.

1 (Active): The compound shows the desired biological effect, indicating potential therapeutic value.

EVALUATIONMETRICS [5]

1. Precision

Precision measures the delicacy of the unborn prognostications made by the model. Specifically, it's

the rate of rightly prognosticated positive compliances to the total prognosticated positive

compliances. Precision answers the question How numerous of all the exemplifications the model

rightly prognosticated?

The formula for precision:

Precision= True Positives/ (True Positives+ False Positives)

● High precision indicates a low false positive rate (the model rarely misclassifies negative

cases as positive).

● Low precision means the model incorrectly labels many negative instances as positive.

2. Recall

Recall, also known as sensitivity or true goodness, measures the ability of the model to identify true

goodness. It is the ratio of the correct prediction of a positive observation to each positive outcome.

Repeat the question: How many examples of each good case were identified?

The formula for recall:
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Recall=True Positives / (True Positives+ False Negatives)

● High recall indicates the model detects most of the actual positive cases.

● Low recall means the model misses many positive cases, labeling them incorrectly as negative.

3. F1 Score

The F1 score is a compromise between precision and recall, giving an equal measure of the two. It is

especially useful when you want to balance accuracy and recall, or when you have an unbalanced

class.

The formula for F1 score:

F1 Score=2 × (Precision * Recall)/(Precision + Recall)

● High F1 score suggests a good balance between precision and recall.

● Low F1 score indicates an imbalance, where the model may have high precision but low

recall or vice versa.

4. Support

Support is the number of true values ​ ​ for each group in the dataset (i.e. the number of samples

that belong to each group). Support helps you understand the distribution of classes in your data and

identify the scores, returns, and F1 for each class.

Support =Count of true samples in each class

Difference between Logistic Regression and Decision Tree [6]

Feature Logistic Regression Decision Tree
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Type Linear model for binary

classification

Non-linear model for classification

and regression

Output Predicts probabilities that can be

mapped to classes

Produces a tree-like structure of

decisions

Interpretability Generally easy to interpret,

coefficients indicate impact of

features

Can be visualized; easy to

understand the decision path

Handling

Non-Linearity

Limited to linear relationships;

may struggle with complex

patterns

Naturally handles non-linear

relationships

Overfitting Less prone to overfitting;

regularization can be applied

Prone to overfitting, especially with

deep trees

Performance on

Imbalanced Data

May not perform well without

adjustments

Often requires techniques like

pruning or balanced data to handle

imbalance

Feature Importance Coefficients indicate the

importance of features

Easily provides feature importance

via split criteria
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Figure 1 Showing the working of Black Box Model

BLACK BOXMODEL

A black box model in XAI refers to a machine learning model that operates as an invisible system

where the inner workings of the model are not easily accessible or interpretable.[8] These models

make predictions based on input data, but the decision-making process and the logic behind the

predictions are not transparent to users.[10] This lack of transparency makes it difficult for users to

understand the model’s behavior and identify bias. [2]

OUTPUT OF BLACK BOXMODEL ( Dataset reference[4]: Drug Data)

Classification Report:

Activity Number Precision Recall F1 Score Support

0 0.91 0.90 0.91 341

1 0.97 0.97 0.97 1134
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Figure 2 Bar Graph showing the output of Black Box Model

Figure 3 Showing the working of White Box model

White Box Model



© 2024, IRJEdT Volume 6 Issue 11 Nov - 2024
137

The terms “white box,” “model understanding,” and “explanatory intelligence (XAI)” are used to

describe machine learning models that provide results that can be easily interpreted by an expert.

These standards typically strike a balance between accuracy and interpretation. The terms

“understandable” and “explainable” are often used interchangeably to describe models that provide

explanations to experts in a given domain. However, as noted, an understanding model needs

additional models or features to generate explanations for experts. In contrast, a description model can

provide answers on its own without the need for external assistance [3]

OUTPUT OFWHITE BOXMODEL (Dataset reference [4]: Drug Data)

Logical Regression Classification Report:

Activity Number Precision Recall F1 Score Support

0 0.91 0.90 0.91 341

1 0.97 0.97 0.97 1134

Activity Number Accuracy

0 0.96

1 1475

Weighted Average Macro Average

Precision 0.96 0.94

Recall 0.96 0.94

F1 Score 0.96 0.94

Support 1475 1475
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Decision Tree - Classification Report:

Activity Number Precision Recall F1 Score Support

0 0.82 0.59 0.69 341

1 0.89 0.96 0.92 1134

Activity Number Accuracy

0 0.88

1 1475

Weighted Average Macro Average

Precision 0.87 0.85

Recall 0.88 0.78

F1 Score 0.87 0.80

Support 1475 1475

Figure 4 Feature Impact on Model Predictions Using SHAP Values
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Figure 5 Decision Tree of White Box Model
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USING SURROGATE MODELS:

Surrogate Models

A surrogate model is an interpretable model that approximates a more complex, less transparent

“black-box” model (like a neural network or ensemble model) to make its decision process more

understandable. Surrogate models are typically simpler algorithms, such as decision trees or linear

models, which are trained to mimic the outputs of the black-box model.[11] By doing this, they

provide a clearer view into which features or data aspects influence the predictions, helping

stakeholders understand and trust the black-box model's behavior without compromising much on

accuracy.[9]

For future work in improving transparency within black-box models, surrogate models offer a

promising approach. They do not complete convert black box models to white box models. Studies

indicate that using interpretable methods, such as decision trees or rule-based techniques, can help

clarify black-box predictions.[12] For instance, research on approaches like SRules suggests that

surrogate decision trees can distill complex ensemble models (e.g., random forests) into

comprehensible rules.This strategy enables enhanced interpretability by focusing on feature
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Figure 6 Comparison of Blackbox and Surrogate model

importance and decision pathways, allowing users to understand model logic without reducing

predictive effectiveness.[7]

Surrogate Model (Decision Tree) Classification Report after using it on black box model:

Activity number Precision Recall F1 Score Support

0 0.81 0.59 0.69 341

1 0.89 0.96 0.92 1134

Activity Number Accuracy

0 0.87
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1 1475

Macro Average Weighted Average

Precision 0.85 0.87

Recall 0.78 0.87

F1 Score 0.80 0.87

Support 1475 1475

CONCLUSION:

We can conclude that both white-box and black-box have specific uses in machine learning,

interpretation, and performance evaluation. In principle, we run two types of models on the same

dataset: logistic regression and decision trees as white-box models, and random forests as black-box

models. The white-box model provides transparency and clarity in the decision-making process. For

example, decision tree modeling visualizes decision-making as a path, making it easier to follow the

logic behind each prediction, while logistic regression specifically shows the effects of each. This

transparency promotes trust and understanding, which is especially important in areas that often

require translation, such as healthcare and finance. For example, black-box models like random

forests are good at handling complex data and are often more predictive than simple, average models.

However, this increase in accuracy comes at the cost of interpretation, because it is harder to

understand the specific reasons behind the prediction in a random forest. Rules introduce trade-offs by
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running two types of models on the same data: White-box models provide clear insights into decision-

making, while black-box models can be more efficient and better at interpreting applications.

In the future, one approach to enhance the interpretability of black-box models in drug discovery is

the use of surrogate models. These models aim to approximate the predictions of complex, high-

performance black-box models (such as Random Forests or Deep Neural Networks) using simpler,

more interpretable models (such as Logistic Regression or Decision Trees). Surrogate models can be

trained to replicate the behavior of a black-box model while offering greater transparency. This

process involves creating a model that approximates the complex model's decision-making process

but provides clearer, interpretable outputs. For example, a Logistic Regression or Decision Tree

model can be used as a surrogate to simulate the predictions of a deep learning model, making it

easier for researchers to understand the relationships between features and predictions.
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